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ABSTRACT

The study of physical models for knots has recently received much
interest in the mathematics community. In this paper, we consider
the ropelength model, which considers knots tied in an idealized
rope. This model is interesting in pure mathematics, and has been
applied to the study of a variety of problems in the natural sciences
as well.

Modeling and visualizing the tightening of knots in this idealized
rope poses some interesting challenges in computer graphics. In
particular, self-contact in a deformable rope model is a difficult
problem which cannot be handled by standard techniques. In this
paper, we describe a solution based on reformulating the contact
problem and using constrained-gradient techniques from nonlinear
optimization. The resulting animations reveal new properties of the
tightening flow and provide new insights into the geometric struc-
ture of tight knots and links.

CR Categories: 1.3.5 [Computer Graphics]: Computational Ge-
ometry and Object Modeling—Geometric algorithms, languages,
and systems;

Keywords: collision detection, contact, flexible models, tight
knots, ideal knots, ropelength, nonlinear optimization, constrained
least squares

1 INTRODUCTION AND BACKGROUND

Over the past decade, there has been considerable interest in mathe-
matical models of physical knots. One of the more popular models
proposed has been the ropelength model, which considers knots tied
in perfectly flexible tubes of constant circular cross-section. The
diameter of the cross-section is known as the thickness of the knot,
and knots of minimum length for fixed thickness are called fight or
ideal knots. This minimum ropelength is a numerical invariant de-
scribing the complexity of different types of knots. The model has
proved useful in scientific applications ranging from the study of
DNA strands [39] to knot-like subatomic structures known as “glue-
balls” [6]. Although the exact value of the minimum ropelength is
known only for a few links, good upper bounds on minimum ro-
pelength can be obtained by constructing approximately tight knots
and links by computer methods. As a consequence, virtually all of
these scientific applications demand high-quality computations of
tight shapes for hundreds or thousands of knot types.

An exciting recent development in this field of mathematics has
been the formulation of a kind of Euler-Lagrange equation describ-
ing length-critical knots in terms of the set of self-contacts of their
tubes [7, 16, 38]. This theory has allowed us to make some con-
jectures about the tightening process, but these conjectures have
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Figure 1: A tight 7.2 knot as computed using our method.

turned out to be difficult to prove without an intuitive understand-
ing of knot tightening. These developments motivated us to pursue
the simulation and visualization of the (conjectured) knot tightening
flow. We see two main scientific benefits from our effort. First, the
resulting software package, RidgeRunner, provides a virtual labo-
ratory for mathematicians interested in developing and testing their
understanding of tightening, along with new visualizations of the
tightening process. In this way, we hope it will aid in proving the-
orems about tight knots. Second, the final results of the tightening
simulation have expanded the scope and quality of existing compu-
tations of tight configurations of knots and links [10, 19, 30]. We
hope that our data set will enable new applications of the theory of
tight knots in the sciences.

Since we are interested in visualizing the behavior of a particular
mathematical model for rope, we cannot reuse existing codes with
their own formulations of the rope problem. Thus the real-time
rope simulators of [4] and [28] are a source of inspiration, but do
not solve the problem at hand.

Instead, our simulation applies a formulation of contact as a linear
complementarity problem (cf. [3, 24, 22]) to a deformable model
for rope. This appears to be a new use of an LCP to model contact.
Rigid-body contact has also been formulated as an LCP, and [27]
used a different LCP to model contact between slightly deformable
or “quasi-rigid” objects. In all of these cases (rigid, quasi-rigid,
and fully deformable), the contact problem is modeled by a system
of inequality constraints and the velocity of the system is modi-
fied to respect these constraints to first order. While our work is
similar in spirit to these previous efforts, it is not directly compara-
ble: the mathematical tightening process we animate is not a model
of the (second-order) dynamics of a rope accelerating and deceler-
ating under the influence of applied forces. Instead, our tightening
flow, like the curve-shortening flow [12], is a first-order ODE which
approximates traditional dynamics only for a very lightweight or

YFF.F.

COMPUTER
SOCIETY



slow-moving rope.

The primary attraction of these strategies is that they provide an ex-
tremely robust framework for handling the difficult problems that
arise when many contacts happen at the same time. In our applica-
tion, the correction of a slightly interpenetrating position of a tight
knot can often require a coordinated global motion of the entire
model. We generate these motions using a Newton’s method strat-
egy which (like that of [23]) is inspired by the methods of mathe-
matical optimization. The result is very effective numerical control
over rope interpenetration in challenging circumstances.

The main mathematical problem in applying an LCP formulation of
contact to our model is in deriving an appropriate set of inequality
constraints for self-contact. Our paper starts with a new approach
to this problem for the ropelength model. Having done so, our con-
jectured tightening motion is the trajectory of the method of con-
strained gradient-descent [32, 14] from numerical optimization. We
briefly review the relevant material, including some mathematical
contributions, and turn to our implementation. This includes the de-
velopment of tsnnls [9], a new solver for the sparse non-negative
least squares problem using the block-principal pivoting algorithm
of [31]. Finally, we present an overview of the results of our sim-
ulations and a discussion of the animations which accompany our

paper.

2 THE ROPELENGTH MODEL

Mathematically, we can think of a tube around a C? curve ¥ as the
union of the collection of disks of fixed diameter € that are cen-
tered on the points of ¥y and normal to the corresponding tangent
vectors of y. If we choose € very large, these disks could overlap
with one another, but for sufficiently small €, the disks are disjoint.
The maximum diameter for which the interiors of these disks are
disjoint from one another is called the thickness Thi(7y) of the core
curve . This idea of thickness was first proposed in [18], and was
rediscovered more recently by [25] and [5].

In the mathematical study of tight knots, a “rope” is a curve whose
thickness is bounded below by some 7. The knot-tightening prob-
lem is then to find minimal length curves that obey this bound. It
is known that such minimizing curves exist for every kind of knot
and link, but their exact shapes are currently the subject of active
mathematical research (cf. [8, 15, 16]). Interestingly, the curves
of minimimum ropelength in a given knot type are not always con-
gruent: some links are known to have a family of tight realizations
with different shapes.

It is clear that a thickness bound places constraints on the curvature
of the core curve, since a core that turns too fast will cause nearby
disks to “focus” on one another and intersect. And it is clear that
a thickness bound places some constraints on pairwise distances
between points on the curve. However, the precise formulation of
these constraints is subtle: it is clear that some pairs of points on y
must remain at distance > 7 from each other, but other pairs (such
as pairs very near to one another along the curve) will always be
much closer together.

We can explain these distance and curvature constraints by giving
two alternate definitions of thickness. In what follows, we will think
of the parametrized curve ¥(s) as a C> map from S' — R3. The self-
distance function d : S' x ' — R of 7 is then defined by d(s,7) =
[l7(s) — ¥(2)||. We let k(s) denote the curvature on .

We define the set desd(y) of doubly-critical self-distances to be the
set of critical points of d with s # ¢. Taking the partial derivatives
of d, we see that (s,7) € desd(y) if and only if

(Y(5) = ¥(6),7/(s)) = 0:and (¥(s) ~ ¥(0),'(1)) =0.

Figure 2: The thickness of a smooth curve 7y is controlled by curvature
(as in the left picture), and the length of chords in desd(y) (as in the
right picture).

where (, ) denotes the dot product.

The key idea of [20] is that for any € < Thi(y), the surface of the
tube of diameter £ around ¥ has no self-intersections and is C2
smooth. When & = Thi(y), however, the tube forms a pinch or a
tangential self-intersection. This leads to our first alternate defini-
tion of thickness:

Theorem 1. [20] The thickness of y is the minimum of

.2 .
min —— and  min  d(s,t).

s K(s) (s,t)€desd(y)
The two cases in this theorem are shown in Figure 2. A conse-
quence of this theorem is that

Thi(y) > 1 <= k(y) < % and d(s,t) > 7 for (s,) € desd(y). (1)

This curvature bound is easy to work with. But these distance
bounds are not quite satisfactory, as we have only an implicit defi-
nition of the set dcsd(y) to work with. However, Rawdon observed
that since the curvature of 7y is bounded above, the arclength dis-
tance between pairs (s,#) in desd(y) can be bounded below. Doing
this precisely allowed him to prove that points with arclength dis-
tance less than or equal to 7w7/2 cannot be in desd(y) [35]. This
yields the following theorem.

Theorem 2. For a C* curve v, let MinRad(y) = 1/max; x(s) be
the minimum radius of curvature of a curve v, and |s —t| be the
(shorter) arclength distance between y(s) and y(t).

Then the thickness of y is given by the minimum of

2MinRad(y) and d(s,t) for |s —t| > mwMinRad(y).
We can slightly alter the proof of this theorem to restate (1) as
2
Thi(y) > 7 < «(s) < p and d(s,t) > tfor [s—t| > nt/2. (2)

This fixed collection of constraints is the inspiration for our polyg-
onal rope animation model. Our goal now is to formulate a corre-
sponding theorem for a polygonal model of thickness.

2.1 The definition of polygonal thickness

We now focus our attention on space polygons instead of space
curves. We denote such a polygon by ¥/, and let V be the number
of vertices of #. Since ¥ is specified by the locations in space of
these vertices, we will often think of ¥ as a point in R3". To inter-
pret (2) for such curves, we must correctly formulate a polygonal
version of curvature. At any vertex v; of the polygon, we define the
polygonal radius of curvature 1/%; to be the radius of the (unique)
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circle tangent to both adjacent edges and passing through the mid-
point of the shorter one. If 6; is the turning angle of the polygon
at v; (that is, the angle between the vectors v, —v; and v; — v;_1),
and min{|e;_1|,|e;|} is the length of the shorter edge, then

L _ min{leii],ei}
K 2tan(6;/2) @

We now define a thickness measure for polygons by a statement
corresponding to that of Theorem 1.

Definition 1. Ler desd(¥) be the set of (p,q) on V with p # q
which are local minima, local maxima, or (where d is differen-
tiable) critical points of the self-distance function on V.

The thickness Thi, () of a space polygon V' is given by the mini-
mum of

min — and min  d(p,q).

i K (p.q)€desd(¥)

When n-edge polygons ¥}, are inscribed in a space curve 7, [33, 34,
36] have established that Thiy(¥;) — Thi(y) as n — oo under some
mild geometric hypotheses.

2.2 Our formulation of the tube constraint

To express the condition Thi, (%) > 7 as a finite system of inequal-
ity constraints, we now provide a polygonal analogue of (2) where
distances between points are replaced by distances between edges
and sketch its proof.

Definition 2. For two points p and q on a polygonal curve ¥, let
vb(p,q) be the minimum number of vertices on the two polygonal
arcs connecting p and q (including p and/or q if one or both are
vertices).

Then we have the following theorem.

Theorem 3. Let ¥ be an equilateral polygonal curve with edge
length L. We define a set of pairs of edges (e;,ej) of ¥ by

VB(7) = {(er,e,)|vb(pi, p) > L(z)f pij € eij}.

2arctan
Then Thiy (V) > 7 <

min2/x; >t and d(ej,ej) > T for (ej,ej) € VB (¥). (4)

where d(e;,e;) is the (minimum) distance between edges e; and e;.

We now outline our proof of this theorem. We first claim that
desd(?) C VB1(¥). Suppose (p,q) € desd(¥). It follows from
the definition of VB¢ (?) that if (p,q) & VB¢(¥), the shorter arc
of ¥ joining p and ¢ has total turning angle < 7. Then the polygon
created by closing this arc with the chord from p to ¢ has total turn-
ing angle < 27. But this contradicts Fenchel’s theorem (a closed
curve has total curvature > 27). This proves the claim, and hence
that

dclg(lil(l“}/)”p qll = Vg:l(%l\p qll- ®)
If minyp_(y)||p — ¢ is realized at an interior point (po,qo) of
VB¢ (7), then (pg, qo) is a local minimum of the self-distance func-
tion d on ¥ In this case, (pg,qo) € desd(¥) so (5) is an equality
and we have completed the proof. (To see this, substitute Defini-
tion 1 into the statement of the Theorem.)

Similarly, if min; 2/k; < 7, we have also completed the proof. So
we are left with the case where neither of these holds. In this case,

minyg_ () is realized at some (pg, go) on the boundary of VB (7).
We can assume that g is a vertex. Schur’s theorem [11] and the fact
that each k; > 2/7 implies that the distance between pg and g is
greater than the distance between corresponding points pjj and g§
on a planar polygonal arc #* with the same edgelength and each
k; = 2/t. Examining the geometry of the situation, we can then
prove that " has an inscribed circle of diameter 7, and that || p§ —
ggll > 7. Since (5) then implies that Mingegq(y) is also > 7, this
completes the proof.

2.3 The gradients of 1/x; and d(e;,e;)

We have now given the thickness bound in the standard form of a
collection of inequality constraints on functions of the vertex po-
sitions. To implement our tightening flow, we will need to know
the derivatives of these functions. We begin with the derivative of
1/x;. For any triple of adjacent vertices a,v;,b of ¥, 1/k; is a mini-
mum of two functions ||b—v;||/2tan(6/2) and ||a—v;|| /2tan(6/2),
where 0 is the turning angle of the polygon at v;. We need the
derivatives of these functions.

Let 7 denote the oriented unit normal to the plane containing a, v;,
and b. If we define one scalar constant k£ and three vector constants
i, v, and w by

_ 16—vil i b—v;
2cos@ —2’ 2tan 0]|b — v;||’
1_},:k(afv,-)xzﬁ’ . fi><(b7v2,<)7
[la—vil 16— vill
then a lengthy computation reveals that
lo—vill . .
= (U, U=V —W, , 6
2tan(6,2) (d,—id—V—w,v+w) (6)

where we have written the gradient as three vectors paired with a,
vi, and b respectively. If we were thinking of 1/x; as a function
of ¥, instead of as a function of a, v;, and b, these would be the
nine (potentially) nonzero entries in a gradient vector of length 3V.
The other gradient is similar.

Now we turn to the gradient of d(e;, e;), which is the min-function
defined by

d(ei,ej)=alr3rg[1(l)_1]||avi71+(1*05)Vi*/3"j71*(lfﬁ)VjH
= min ||5(o,B,vi_1,vi,vie1,vi)|,
a,ﬁGl[O.l]HS( B.vie1,vi,vi—1,vi)ll

where the vector function § is defined as above.

If this minimum is realized by a single pair (o, o), then by
Clarke’s differentiation theorem for min-functions [13], the first
partials of d(e;,e;) with respect to the positions of v;_y, v;, v;, and
v are the corresponding first partials of ||5|.

In this case, a straightforward computation reveals that

Vd(el7ej): (07"'707%57(1_%)5707"'

"'7057[;0337(17ﬁ0)§707"'70)7 (7)

1
1511

where we think of d(e;,e;) as a function of ¥ € R3Y and write the
gradient as a 3V -vector.

Otherwise, the segments are parallel and a family of & and 3 yield
minimum-length chords between them. In this case, an analysis
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using Clarke’s theorem shows that the derivative of d(e;, e;) is con-
trolled by the derivatives of the distances from one vertex of ¢; to
ej and from one vertex of e; to ¢;. We could have handled even
this degenerate case by modeling each d(e;,e;) as a collection of
inequality constraints. But this case seems very rare in practice, so
we did not add the extra constraints to our implementation.

3 TIGHTENING BY CONSTRAINED-GRADIENT

We have now expressed the constraint Thi, (') > 7 as a collection
of inequality constraints on functions of ¥ € R3”. We can think
of the knot-tightening problem as a nonlinear optimization problem
on R in the standard form

in f(7) subject to gi(¥) > 0. 8
,,Vrgﬁgvf( ) subject to g;(¥") > (®)

Here we will think of the objective function f(¥') as Length(¥)
and the g; as the various 1/x; and distance functions given in The-
orem 3. But we will use f for Length(?") and g; for the collection
of constraints from here on in order to simplify our notation.

Our motivating conjecture is that the tightening flow for a smooth
knot ¥ is the closest vector field to the first variation of the length
of v which respects the uncountably infinite set of constraints in
Theorem 2 to first order. We now describe the corresponding finite-
dimensional construction for the tightening flow for polygons.

3.1 Infinitesimal motions

It is standard in nonlinear optimization to refer to the inequality
constraints g;(¥") as active when g;(#") = 0 and inactive otherwise.
We will now describe the set of velocity vectors for ¥ in Ty (R3V)
which respect (8) to first order in terms of the directional deriva-
tives of the active constraints. We let Dy f denote the (forward)
directional derivative of f at ¥ in the direction ii.

Definition 3. The set of infinitesimal motions 1(V') is given by

vel(V) <= Dyg;i > 0 for each active g;. ©)
A convex set C is a convex cone if € C <= A%¢ e C for all A.
One can check that the following proposition holds.

Proposition 1. The infinitesimal motions (V') form a convex cone.

‘We now define another set of motions:

Definition 4. The convex cone of resolvable motions R(V') of ¥ is
the cone generated by the negative gradient vectors —Vg; of all ac-
tive constraints. That is, R(V) is the set of ¥ which can be expressed

in the form
?:—Zlng,-, with A; > 0. (10)

The dual cone of a convex cone C is the set of vectors ¥ with (V,¢) <
0 for each ¢ € C. It is easy to check the following proposition.

Proposition 2. The convex cones R(Y') and I(*V') are dual.

3.2 A decomposition of Ty RV

The dual cones R(¥') and I(¥') provide a kind of orthogonal de-
composition of Ty/R3V ([40], Thm. 2.8.7):

Proposition 3. Any vector i € Ty/R3V may be uniquely written
where (7,1) =0, 1)

U=r+i,

7€ R(Y) is the closest resolvable motion to i, and i € 1(V) is the
closest infinitesimal motion to u.

Figure 3: The geometry of Proposition 3. We see that the infinitesi-
mal motions /(%) and the resolvable motions R(¥’) form dual convex
cones. Hence, although these are not orthogonal subspaces of RV,
a similar decomposition property holds true.

3.3 Construction of the closest motion

We can now define our (polygonal) tightening flow:

Definition 5. The constrained gradient of a function f: RV — R
subject to the constraints g; > 0 at ¥ is the (unique) vectori € 1Y)
closest to Vf.

If f(V) is the length of ¥, the g; correspond to the constraints in
Theorem 3, and Proposition 3 yields —V f = 7+, then the velocity
of the tightening flow is i

The terminology “constrained gradient” is justified by proving that

7 is the direction of steepest descent for f among the vectors in
1(7) [32].

We now want to compute Tand 7 explicitly from a given ii. Any re-
solvable force is a non-negative linear combination of the negative
gradients —Vg; of the active g;. If we define the rigidity matrix A
of ¥ to be the matrix whose columns are the positive gradients of
the g;, we have

FER(V) <= AX= —F, where X > 0. (12)

If we let E be the number of active constraints, then A is a 3V X E
matrix, and X is a vector in RE .

It then follows from Proposition 3 that if we solve the non-negative
least-squares (NNLS) problem

min||A¥+il, ¥>0 (13)

then 7 = —AX. Since our constraint functions each involve only
a few coordinates of ¥ € R3", the matrix A is extremely sparse
and this is a sparse non-negative least-squares (SNNLS) problem.
These problems have been well-studied in numerical linear alge-
bra [31]. This SNNLS problem can be rewritten as a linear comple-
mentarity problem (LCP). In that form, it has been used for contact
problems before, as we mentioned in the introduction.

4 SOFTWARE DESIGN

We have now defined the velocity vector of the tightening flow and
so presented a mathematical formulation of our problem in a stan-
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dard form—

Compute the evolution of V' under the (discontinuous) ODE
defined by ¥' =1.

From this perspective, our simulation looks somewhat daunting to
implement. For an V-vertex polygon 7 the set VB certainly con-
tains O(V?) pairs, so we are dealing in principle with an optimiza-
tion problem with 3V ~ 3.10% variables and O(V?) ~ 10° con-
straints. In practice, the situation is much better. Geometric con-
siderations seem to prevent too many distance constraints from be-
coming active at any one time, and we can avoid explicitly comput-
ing or storing inactive constraints by using a clustering algorithm
(described below) to identify the active constraints.

However, using an off-the-shelf constrained optimization solver to
handle this problem would require an explicit specification of all
O(V?) constraints. This would likely be unworkably slow in prac-
tice. Further, other variants of gradient descent such as the reduced-
gradient and projected-gradient methods have proved more popu-
lar than the constrained-gradient approach (see [14] for an eval-
uation of various algorithms for constrained nonlinear optimiza-
tion), so we were unable to locate a modern, sparse, off-the-shelf
constrained-gradient solver.

Such issues led us to design a ground-up implementation of our
knot-tightening simulation using custom-built numerical methods.
The result was RidgeRunner, a C language code for tightening
knots. All of our example animations were generated by this soft-
ware. We now discuss the software issues involved in generating
our knot-tightening animations.

4.1 The gradient of length

To generate the negative gradient of Length(¥') as a function of the
vertex positions v;, we write Length(¥) =Y ||v; — v;_1]| and take

—VLength = —ZVHV,‘ —Vi—1 ||

zz(o,,,,,o, ViZViol Vil 7V .,0). (14)

vi =vietll lvi=viea 7

Here the nonzero components of the vector inside the sum occupy
positions 3i —5,...,3i in the 3V-vector V||v; —v;_1|. Geometri-
cally, —VLength is computed at each v; by adding unit vectors
pointing inward along each of the incident edges. At vertices with
a small turning angle, these vectors sum to a small resultant since
there is little opportunity to improve the length of an almost-straight
polygon. At vertices with a larger turning angle, these vectors sum
to a larger one, since moving the vertex in the direction of its angle
bisector will produce a substantial savings in length.

4.2 Preserving equilateral edges

Our formulation of the optimization problem requires that we main-
tain equilateral edges during the tightening process. However, our
flow will tend to shrink edges incident to vertices with large turn-
ing angles faster than edges incident to vertices of small turning
angles as the knot tightens. To counteract this tendency, we add a
velocity 7 in the direction of the tangents to the edges proportional
to %Length(“//) — Length(v;,vg). This helps to move each edge
length towards the desired common value. (We could have obtained
an effect similar to the combination of this velocity and the length
gradient by viewing each edge as a spring. But then we would have
lost the freedom to tune the magnitudes of these motions separately
to get the best results from our code.)

An example of the combined motion is shown in Figure 4.

Figure 4. Our knot-tightening motion is the sum of a tangential
motion 7 (dotted arrows) designed to keep the polygon approximately
equilateral and the negative gradient of the length of the polygon
—Vj (solid arrows).

4.3 Detecting active constraints

It is easy to check for active 1/k; constraints—since there are only
V of them, we can check them all at each timestep. The problem of
finding pairs of edges at minimum distance is harder, since there are
O(V?) distances to check, but very similar to the collision detection
problem in 3D. We use an octree-based method designed for the
polygonal ropelength problem [1]. As with all BVH-type methods,
we expect O(V logV) performance in general. (We suspect that this
method is covered by the “worst-reasonable-case” 0(V4/ 3) time
bound of [17], but have not proved it.) This method does not take
advantage of the fact that the underlying polygon moves compar-
atively little between queries, so it would be interesting to rewrite
this collision detection module using the efficiently updatable data
structures of [17] or [21]. This is an area for further development
of RidgeRunner.

4.4 Solving the NNLS problem

Having identified the active constraints, building the rigidity matrix
A follows from (6) and (7). The next step is solving the NNLS
problem

min||AX+if, ¥>0. (15)

We make use of the fast block-principal pivoting algorithm of [31],
which works by solving a number of sparse unconstrained least-
squares problems as intermediaries to computing the constrained
solution. For these, we employ the method of normal equations and
the supernodal, multifrontal sparse Cholesky code of [41].

This method for solving the NNLS problem has error proportional
to the product of machine epsilon (~ 10~'9) and the square of the
condition number of the rigidity matrix, so it is only appropriate for
relatively well-conditioned problems. But in our evolutions, this
squared condition number! has an average value of ~ 10* and never
exceeds ~ 108, leaving us with eight digits of accuracy even during
the most delicate timesteps.

4.5 Stepping and overstepping

We have now constructed a tightening motion i which preserves
the inequality constraints of Theorem 3 to first order. We move
¥ by taking a step of some finite size & in this direction. Under
ordinary circumstances, choosing the right stepsize and performing
the step would be done by an ODE solver. But our situation is
somewhat nonstandard. The main problem is that there is no way to
predict in advance when a new constraint will become active mid-
step, as occurs when two regions of a tube first make contact. So
our code must be able to react to these situations as they occur and
recompute stepsize accordingly. Further, even if we have computed
7accurately and no new constraints become active during a step, we

las estimated by LAPACK’s rcond function.
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must still expect to violate some active constraints by an amount
proportional to 42, since our constraints are nonlinear.

We handle both issues at once by designing our stepper to binary-
search for a stepsize which introduces a fixed amount of error €
into the set of all constraintsZ. Since this stepsize is typically quite
small, it is acceptable to use simple Euler integration rather than a
higher-order ODE method such as Runge-Kutta to make the step.
We then add a procedure that reliably recovers from configurations
where the constraints are violated by less than Ne for some large
N, and switch to “error recovery mode” when this error bound is
reached.

4.6 Error recovery

We use a Newton’s method procedure to recover from configura-
tions where some constraints are violated. Recall that the columns
of the rigidity matrix A are the gradients of the active constraints g;.
This means that for any given motion i of #', we have

ATii = (Vg ii)] = [Vz gil- (16)

That is, AT# is the vector of directional derivatives of the active
constraints in the direction #. This means that we can generate a
motion i for error recovery by solving the matrix problem AT =
—R, where R is the vector of desired adjustments to the values of
the g;.

This matrix problem is always underdetermined, since (for in-
stance) any i generated by a rigid motion of ¥ has no effect on
our constraints and so is in the kernel of A. But a fast, accurate
minimum-norm solution to the problem is provided by the LSQR
code of [26]. Once we have computed #, we take the step 0.25i,
and recompute.

The most important feature of this procedure is that the error con-
trol step adjusts all the violated constraints simultaneously using a
coordinated global motion of the polygon ¥". In this way, the tube
can recover from interpenetrations even when they are trapped in
the center of an almost-tight configuration of the knot.

This procedure typically converges within a few steps. We do not
try to eliminate all constraint violations, since we could change
some active constraints to inactive ones by mistake. Instead we set
an error threshold and reduce all constraint violations to within this
amount. Typically, this threshold is around 10> for distance con-
straints, but we have made runs with a error bound several orders of
magnitude lower.

5 RESULTS

We have performed RidgeRunner minimizations for all catalogued
knots of up to ten crossings and links of up to nine crossings—
384 in total. Initial configurations were obtained from the KnotPlot
software distribution [37]. Among these, we chose three examples
for our animation: the knot 95 and the two-component link 942‘7,
which were representative of the difficulty of most knots and links
in the catalogue, and the four-component link 8;‘, because it was
among the most difficult examples in the catalogue to tighten. This
last minimization is also shown in Figure 5.

Each frame of the animation represents a constant amount of simu-
lation time, which incorporates many steps of the underlying algo-
rithm. The total runtime required to generate each animation is thus

2Checking all the constraints while searching (instead of only the ones
active at the start of the step) is still fairly fast, since our constraint-
evaluation code is carefully written, and allows us to ensure that we see
any new constraints that have become active mid-step.

® & & @

Vertices 95 114 136 125
Total runtime 32m 10m 70m 135m
Avg time / frame 8.25s 1.91s 37.46s  22.55s

Table 1: The runtime performance of RidgeRunner on a 1.8 GHz
PPC G5. Total runtime is given in minutes of computation time.
Average time per frame is given in seconds of computation time and
represents 1/24t" of a second of simulation time.

H @ % @

Vertices 332 216 384 630
Polygon length  4.2636 25.1406 41.7131  29.0096
Smooth length 42629 8xm 1244 29.0030

Relative error 0.016% 0.031% 0.034% 0.022%

Table 2: The table shows preliminary results of RidgeRunner min-
imizations of some links whose minimum lengths are known theo-
retically or precisely conjectured. We can see that the relative er-
ror in each of these computations is quite low. In fact, it is of the
same order of magnitude as the expected discretization error for these
numbers of edges, so these configurations may be even closer to the
minimal length polygons with the same number of edges than these

numbers suggest.

controlled both by the stepsize of individual timesteps and the total
amount of motion required to tighten the curve. Table 1 gives the
total and per-frame average runtimes for each of the curves shown
in our animation (shown in the last three columns) as well as the
6% link (shown in the first column). Although we provide only four
examples here, these runtimes are representative of our experience
in evolving hundreds of curves of varying complexity.

To evaluate the potential accuracy of RidgeRunner minimizations,
we used a splining technique to generate higher-resolution versions
of the final configurations of the knots and links generated in our
initial animation runs, and ran them for longer periods. We now
compare the final ropelength values and sets of active constraints of
four RidgeRunner-tightened polygonal links to the corresponding
smooth tight configurations. The length results are shown in Ta-
ble 2 for four links: the “Gehring clasp”, created when one tube is
pulled over another at right angles [7], the Hopf link of two loops
of rope [8], the simple chain of three loops of rope [8], and the Bor-
romean rings (a 3-component link) [7]. We chose these as a test set
since they are among the few links whose tight ropelength has been
computed analytically or precisely conjectured. As the results of
the table show, the error in our computations is of the same order
of magnitude as we would expect from discretizing each of these
smooth links with the given number of edges. Therefore, we are
unable to say anything conclusive about the differences between
these polygonal ropelengths and those of the corresponding mini-
mizing polygons in these link types other than that they might be
an order of magnitude better than the relative error results given in
Table 2.

We also compare the sets of active constraints for these polygonal
links to the corresponding sets of active constraints for the smooth
links. No 1/k; or curvature constraints are active for these links, so
we plotted the active distance constraints as pairs of points along
the curves in arclength coordinates. Figure 6 shows the result for
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Figure 5: Three frames of the evolution of 8‘31 and their associated sets of active struts.

the Gehring clasp, a two component link where the x and y-axes
measure length along each component separately (there are no ac-
tive constraints between points on the same component).

6 CONCLUSIONS AND FUTURE DIRECTIONS

This paper has described the visualization of tightening rope and the
new and interesting mathematics arising from its study. The tight-
ening animations generated by RidgeRunner are the first of their
kind, and the final tight configurations reveal a wealth of interesting
geometric detail.

Our results also suggest a number of directions for future work.
For instance, we would like to explore some intriguing numerical
evidence suggesting that there may be knots which are local minima
for length but are very different from the true tight configurations,
such as the “Gordian unknots” of Pieranski et al. [29]. A detailed
examination of these cases using RidgeRunner might help us to
prove that such (smooth) configurations really exist.

There are also some avenues for improving our simulation. While
our software controls the 1/x; constraints at reasonable resolu-
tions (about 103 vertices), these constraints are clearly more dif-
ficult to handle than the distance constraints. These discrete curva-
tures are numerical derivatives of the polygon data, and hence sub-
ject to well-known numerical instabilities (cf. [2]). For instance,
although the condition number of the rigidity matrix was not a
source of numerical instability in the evolutions discussed earlier
or shown in our animation, the disparity between the magnitudes of
the gradients of 1/k; and d(e;,e;) can cause high condition num-
ber when curves are very finely discretized and particular types of
curvature-controlled geometric structures arise. As a result, run-
ning extremely fine-grained simulations with tens or hundreds of
thousands of vertices and curvature constraints will require further
development of our model.

While we were originally interested in simulating a particular math-
ematical model, and have done so accurately, it has not escaped our
notice that this is not a particularly realistic model of physical rope.
It would be interesting to expand our model to include bending and

twisting stiffnesses and a frictional term. This would again require
substantial development, but our existing code should be a robust
foundation for handling contact in the resulting simulation.
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Figure 6: The left-hand picture shows a (loose) configuration of the “Gehring clasp”—a simple two-strand tangle which serves as an interesting
model for the interaction between two ropes passing over each other at right angles. A ropelength-critical configuration of this tangle has been
derived and studied extensively [7]. Since this derivation included a set of active constraints, it is natural to compare RidgeRunner'’s results to
this theoretical picture. This comparison is shown in the two plots center and right, which plot the positions of struts in arclength coordinates
with the lower left corner of the plot located where each curve first begins to turn. The enlarged plot (right) shows the agreement between
theoretical and computational results. To our knowledge, this is the first published comparison between theoretical and numerical sets of active
constraints.
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